Polynomial Estimation of $J$-integral for Through-thickness Crack in Elastic Perfectly-Plastic Conditions
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Abstract: Through the means of finite element analysis, $J$-integral for a straight through-thickness crack has been consistently reported to decrease along the crack front with the maximum and minimum values are at the midplane and the free-surface, respectively. The present study aims to examine the through-thickness profile of $J$-integral and represent it mathematically that it could be used to replace the demanding works of finite element analysis. The $J$-integral profile was numerically examined using finite element analysis of three-dimensional boundary layer formulation that is subjected to a uniform load on the outermost boundary of the model. The results verify that in three-dimensional cracked bodies, although the applied load is uniform, the intensity of deformation in terms of $J$-integral varies along the crack front and the profile has been expressed in a polynomial equation. The analytical solution allows experimentalists to estimate the crack-tip deformation in terms of local $J$ for a known value of $J$ that is applied on a related test specimen.
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1. INTRODUCTION

$J$-integral is a crack-tip parameter proposed by Rice [1] to quantify the severity of crack-tip strain and stress fields in elastic-plastic materials. As originally formulated for two-dimensional, the parameter is defined as a path independent line integral describing the amount of energy released during the development of a crack that is evaluated along an arbitrary contour around the crack-tip. Determination of $J$-integral in cracked bodies demands a meticulous analytical computation that is mostly in conjunction with rigorous finite element analyses. The $J$-integral estimation schemes based on the elastic-plastic finite element analyses for a wide range of specimen geometries in two-dimensional plane stress and plane strain conditions have been documented in [2]. Also, through the finite element method, Parks [3] proposed an alternative technique referred to as virtual crack extension (VCE) to determine the $J$-integral based on an energy comparison between an altered crack length, which was modified from the technique of measuring the stress intensity factor in an elastic crack-tip [4, 5]. Detailed review on the development of the VCE technique can be found in [6].

To consider the out-of-plane stress in three-dimensional cases, the VCE technique was extended to three-dimensional finite element model by computing $J$-integral as an equivalent domain integral (EDI) converted from a line integral using a divergence theorem [7, 8]. The resulting integral was in congruent with that calculated by DeLorenzi [9]. It was observed that the $J$-integral in two-dimensional and three-dimensional cracks becomes path dependent particularly under incremental plasticity [10, 11]. In that sense, the local $J$-integral at a given position along the crack front will increase as the distance from the crack tip increases until a saturated value is approached. The saturated value of $J$-integral is close to the applied $J$-integral at far field. The determination of $J$ along a three-dimensional crack front using the EDI method has been widely implemented in most finite element packages and used in numerous studies for various crack conditions. Examples of the determination of $J$-integral beyond a straight through-thickness crack can be seen from studies involving curved crack fronts [12], non-planar cracks under mixed mode [13] or interface crack in a bimaterial plate [14].

For a straight through-thickness crack, Nakamura and Parks [15] reported that, under different load levels in non-hardening conditions, the normalized $J$-integral attained its maximum value at the midplane of a specimen and gradually decreased along the crack front with its minimum value at the free-surface. The same observation of $J$-integral variation along the crack front of the same crack condition have been reported in [16-19]. This consistency implies that the variation of $J$-integral as a function of loads in a straight through-thickness crack is unique that it can be expressed mathematically. This would eliminate the need of numerical finite element calculation in determining $J$-integral which is often cumbersome and a very demanding task. Therefore, the present study is aimed to formulate an analytical estimation of $J$-integral specifically for the most common
straight through-thickness crack under an elastic perfectly-plastic condition. The idealized perfectly-plastic solution is preferred in this study as it limits the crack-tip deformation fields to the minimum bound that a material can develop to give a conservative estimate, which is crucial in structural design. The mathematical formulation will allow experimentalists to estimate the intensity of deformation fields in terms of $J$-integral that is generated at the crack-tip of a related test specimen under an applied load.

2. FINITE ELEMENT ANALYSIS

Boundary layer formulation (BLF) is a method of analyzing crack-tip field that was proposed by Rice [20, 21] to approximate a crack-tip domain under a small scale yielding condition. Therefore, in finite element analysis, the method of boundary layer formulation models the crack-tip region as an annular region without having to model the whole cracked body, and the dominant elastic stress field is generated by applying a displacement corresponding to the elastic field on the outermost traction as a boundary condition.

In this study, the boundary layer formulation method was used to examine the through-thickness profile of $J$-integral in a thin plate that is subjected to loadings in a non-hardening small-scale yielding condition. The near tip region of a thin plate was modeled with a circular disk of thickness $t$, as illustrated in Figure 1. The disk is centered at the crack-tip at the midplane of the plate ($x_3/t = 0$), where the straight crack front lies along the $x_3$-axis. The maximum radial extent $r$ of the disk was considered so that the plastic zone remains well-contained to a maximum of 10% of the radial length of the disk. As the problem has reflective symmetry with respect to the midplane and the crack plane ($x_2 = 0$), only a quarter of the circular disk (region $0 \leq \theta \leq \pi$, $0 \leq x_3/t \leq 0.5$) was modeled with finite elements.

The three-dimensional finite element model of sharp crack-tip BLF is shown in Figure 2, which is relatively similar to that employed by Nakamura and Parks [15] with some model improvement. The three-dimensional mesh was built from a 20-node hexahedron isoparametric quadratic brick element, with reduced integration and linear pressure interpolation (element type C3D20RH) provided in the finite element code ABAQUS [22]. In order to attain a highly refined crack-tip mesh with optimum element aspect ratio, three sub-structured finite element meshes, referred as outer-mesh, middle-mesh, and tip-mesh, were created using submodeling technique as implemented in ABAQUS [22]. The outer-mesh was one element thick, and further sub-modeled to the middle-mesh, which was disposed in ten element layers of uniform thickness. The tip-mesh, which encompassed the crack-tip, was constructed with high density of mesh near the crack-tip to capture sensitive deformation accurate solutions of field variables near the crack front. The tip-mesh was arranged in 32 gradually decreasing layers in $x_3$-direction, giving the thickness of the free-surface element of $0.5t/1000$. The crack-tip was modeled as a sharp crack-tip through a focused mesh with 25 coincident but independent crack-tip nodes, as shown in Figure 2. In total, the whole model was constructed with 11664 20-noded brick elements.

A dominant elastic stress field surrounding the crack-tip plasticity is generated by applying in-plane displacements $u_1$ and $u_2$ of elastic plane stress $K_I$-field (Equation (1)) on the nodes of the outer perimeter of the outer-mesh as illustrated in Figure 2. The out-of-plane displacement, $u_3$, was allowed to remain a free variable. Due to the symmetry conditions, the displacements normal to the crack plane were restrained at all nodes on the crack plane including the crack-tip node. The submodeling analysis card allows the loading applied to the coarsest outer-mesh to be used to drive the subsequent more refined meshes. The displacements from the outer-mesh were interpolated to the nodes on the outer boundary of the middle-mesh. Subsequently, the displacements interpolated from the middle-mesh were used to drive the nodes on the tip-mesh boundary.

![Figure 1. The circular disk representing the near crack front region of a thin plate](image-url)
The finite element meshes of boundary layer formulation with a sharp crack-tip

\[
\begin{align*}
\begin{pmatrix}
u_1 \\ u_2
\end{pmatrix} &= \frac{K_i}{ZG} \sqrt{\frac{\pi}{2}} \left\{ \begin{array}{c}
cos \left( \frac{\theta}{2} \right) \left[ K - 1 + 2\sin^2 \left( \frac{\theta}{2} \right) \right] \\
\sin \left( \frac{\theta}{2} \right) \left[ K + 1 - 2\sin^2 \left( \frac{\theta}{2} \right) \right]
\end{array} \right\}
\end{align*}
\] (1)

The \(J\)-integral at the outer boundary, \(J_{far}\), was related to \(K_i\) by the relationship:

\[
J_{far} = \frac{K_i^2}{E}
\] (2)

The deformation level is quantified by non-dimensional loading parameter, \(\Omega_{far}\), of the form:

\[
\Omega_{far} = \frac{J_{far}}{\sigma_o \varepsilon_o t}
\] (3)

where \(\sigma_o\) is the yield stress, \(\varepsilon_o\) is the yield strain, and \(t\) is the plate thickness. The analyses were carried out at four level of deformations, \(\Omega_{far} = 1, 3, 5,\) and \(8\). The values of local \(J, J_{loc}\), along the crack front were determined by domain integral methods implemented in ABAQUS [22] using 26 contours, which was sufficient to ensure path independence.

For the three-dimensional boundary layer formulations, the material response was idealized as elastic perfectly-plastic based on uni-axial idealization of the form:

\[
\sigma = E\varepsilon \quad \sigma \leq \sigma_o \\
\sigma = \sigma_o \quad \sigma \geq \sigma_o
\] (4)

Here \(\sigma\) is the uni-axial stress, \(\sigma_o\) is the yield stress, \(\varepsilon\) is strain and \(E\) is Young’s modulus. The uniaxial stress-strain relations were generalized for multi-axial stress state using the Mises yield criterion with an associated flow rule. Therefore, in this analysis, the material was assumed homogenous isotropic and nearly incompressible with a Poisson’s ratio of 0.49 in order to reduce volumetric locking that would occur in full integrated finite elements when \(\nu = 0.5\). The analysis was carried out with Young’s Modulus, \(E = 200\) GPa, and yield stress, \(\sigma_o = 200\) MPa, yet most results were presented in non-dimensional forms to permit general applicability of the results.

3. MATHEMATICAL FORMULATION

In small scale yielding of an elastic perfectly-plastic crack-tip deformation, the elastic field is driven by the stress intensity factor, \(K\) which dominates the far field. Although the remote deformation is uniform, the intensity of deformation varies along the crack front, which is quantified by the local values of \(J\)-integral, \(J_{loc}\). The non-dimensional deformation at a local level is interpreted as \(\Omega_{far}\) when \(J\) is treated as a local \(J\), following Equation (3). Figure 3 shows the variations of normalized \(J_{loc}\) along the crack front at all deformation levels, \(\Omega_{far} = 1, 3, 5,\) and \(8\), which appear to increase over the remotely applied \(J_{far}\) near the midplane but attenuated near the free-surface. Near the quarter-plane, the ratio of \(J_{loc}/J_{far}\) at all levels of deformation is approximately unity and decreases as the free-surface is approached.
The normalized local $J$, $J_{loc}/J_{far}$, along the crack front as a function of applied load, $\Omega_{far}$, may be expressed mathematically using curve-fitting method. All curves of $J_{loc}/J_{far}$ vs. $x_3/t$ are fitted with a six-order polynomial equation that gives seven different constants for each $\Omega_{far}$. The relation between these constants with respect to $\Omega_{far}$ is determined separately for two groups of applied load: (i) small load, $\Omega_{far} < 5$, and (ii) medium to large load, $5 \leq \Omega_{far} \leq 20$. The constants for both groups appear to be linearly related to $\Omega_{far}$. The constant-$\Omega_{far}$ linear relations are then substituted into the polynomial equation that gives:

$$
\frac{J_{loc}}{J_{far}} = \left[ (A\Omega_{far} + a) \left( \frac{x_3}{t} \right)^6 \right] + \left[ (B\Omega_{far} + b) \left( \frac{x_3}{t} \right)^5 \right] + \left[ (C\Omega_{far} + c) \left( \frac{x_3}{t} \right)^4 \right] + \left[ (D\Omega_{far} + d) \left( \frac{x_3}{t} \right)^3 \right] + \left[ (E\Omega_{far} + e) \left( \frac{x_3}{t} \right)^2 \right] + \left[ (F\Omega_{far} + f) \left( \frac{x_3}{t} \right) \right] + \left[ G\Omega_{far} + g \right]
$$

(5)

where the constants $A$, $a$, $B$, $b$, $C$, $c$, $D$, $d$, $e$, $F$, $f$, $G$, and $g$ are dependent on the load level, and their values are given in Table 1.

Table 1. Values of the constants in Equation (5)

<table>
<thead>
<tr>
<th>Constants</th>
<th>$\Omega_{far} &lt; 5$</th>
<th>$5 \leq \Omega_{far} \leq 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>437.15</td>
<td>176.24</td>
</tr>
<tr>
<td>$a$</td>
<td>-3401.3</td>
<td>-2826.5</td>
</tr>
<tr>
<td>$B$</td>
<td>-545.55</td>
<td>-241.43</td>
</tr>
<tr>
<td>$b$</td>
<td>4496.5</td>
<td>3803</td>
</tr>
<tr>
<td>$C$</td>
<td>265.95</td>
<td>121.74</td>
</tr>
<tr>
<td>$c$</td>
<td>-2264.4</td>
<td>-1911.7</td>
</tr>
<tr>
<td>$D$</td>
<td>-62.055</td>
<td>-26.824</td>
</tr>
<tr>
<td>$d$</td>
<td>528.84</td>
<td>446.74</td>
</tr>
<tr>
<td>$E$</td>
<td>5.7475</td>
<td>2.3463</td>
</tr>
<tr>
<td>$e$</td>
<td>-55.693</td>
<td>-52.673</td>
</tr>
<tr>
<td>$F$</td>
<td>-0.2658</td>
<td>-0.1096</td>
</tr>
<tr>
<td>$f$</td>
<td>2.1903</td>
<td>1.8481</td>
</tr>
<tr>
<td>$G$</td>
<td>0.0633</td>
<td>0.0099</td>
</tr>
<tr>
<td>$g$</td>
<td>0.9865</td>
<td>1.3517</td>
</tr>
</tbody>
</table>
Figure 4. Through-thickness variation of normalized $J_{loc}$ for $J_{far} = 100$ N/mm in a 25 mm CT specimen, estimated using Equation (5), and presented by Tkach and Burdekin [18]

For comparison, the local deformation for each load level estimated using Equation (5) is plotted in the dashed lines as shown in Figure 3. Slight deviations from the numerical values, which are less than 3 percent, are only noticeable near the midplane for load levels $\Omega_{far} = 5$, and $8$. For lower load levels $\Omega_{far} = 1$, and $3$, both solutions predict relatively similar level of local deformation across the thickness. Additionally, at a very large load level $\Omega_{far} = 20$, the through-thickness variation of local $J$ estimated using the polynomial equation appears to be comparatively parallel with the deformation field reported by Yusof [23] that was obtained through finite element analysis.

4. VERIFICATION OF MATHEMATICAL SOLUTION

To demonstrate the applicability of the formulated mathematical solution (Equation (5)) clearly, data from the work of Tkach and Burdekin [18] is taken to assessment. Since the material used in the study is a low hardening ($n = 15$), this reassessment is mostly intended to show the practicability of the solutions and expecting only proximity results. One of the applied $J$ used in the study, $J_{far} = 10$ N/mm, is considered that corresponds to deformation levels of $\Omega_{far} = 2.34$, and $J_{ave}/b\sigma_0 = 0.014$. Using Equation (5), the values of local $J$, $J_{loc}$, along the crack front of a 25 mm thickness CT specimen with $\sigma_0 = 585$ MPa, and $E = 200$ GPa is analytically estimated. Figure 4 shows the estimated $J_{loc}$ along the crack front that is normalized with $J_{loc}$ at the midplane ($x_3/t = 0$), and compared with that of Tkach and Burdekin [18] at the deformation level $J_{ave}/b\sigma_0 = 0.0149$. The results show that at the same level of deformation, the variation of the analytically-estimated $J_{loc}$ in most sections along the crack front of the CT specimen is comparatively similar to that of Tkach and Burdekin [18], which is about 3 percent accurate, although the estimated value at the free-surface of the specimen is noticeably lower. This, therefore, validates the credibility of Equation (5) for estimation of crack-tip deformation along the crack front of a test specimen in terms of $J$-integral.

5. CONCLUSION

In a three-dimensional cracked body that is subjected to small scale yielding of an elastic perfectly-plastic condition, the local crack-tip deformation in terms of $J$-integral varies along the crack front although the applied load is constant. A polynomial estimation of the through-thickness variation of $J$-integral has been credibly formulated that will optimistically allow experimentalists to estimate the crack-tip $J$-integral for a known value of $J$ that is applied on a related test specimen. Therefore, with a proper implementation, the analytical estimation of three-dimensional crack-tip deformation as expressed by the local $J$-integral can be a favorable tool in fracture mechanics.
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